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Dynamics of the ordered structure formation in a thermal dusty plasma
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The dynamics of the ensemble of interacting dust grains under conditions of thermal plasma was studied,
and the formation of the liquidlike structure observed in the experiment was investigated. The simulation
results showed that ordering of the dust structure manifested in the experiment with thermal dusty plasmas can
be explained by the electric interaction of dust grains. It is found that the structure obtained in the experiment
is far from equilibrium because the plasma flight time is less than the time of structure formation. It conforms
to the emergence of the experimental correlation function characterized by a sharp main peak with no high-
order ones. It is shown through experimental measurements of the diffusion coefficient that the thermal energy
of dust grains is close to the gas temperature, and the friction force acting on grains is determined via the
expression obtained in the kinetic limf$§1063-651X98)03606-X

PACS numbeps): 52.25-b, 52.30--q, 64.70-p

I. INTRODUCTION analyze the particle structure in the thermal spray and then to
compute the radial pair correlation function. The photon cor-
The physics of dusty plasma has seen much progress ilation spectroscopy method was used to systematically
recent years. One of the reasons for the interest in this area $udy the dynamics of charged dust grains in the plasma.
the formation of ordered structures of dust particles found In Ref.[6] it was shown that the pair correlation function
recently in the laboratory. This process is attributed to theof CeQ, particles computed at the plasma temperaflige
strong electrostatic interaction between charged dust par=1700 K and particle number density=5x 10" cm™* re-
ticles. So-called dust crystals and dust liquids were obtaineueals the distinctive short-range order of a liquid system. The
in the laboratory by different research groudfis-5] showing  particle chargeQ, determined by charge balance is positive
these structures to be one of the typical phenomena in dusnd its value is about 500 elementary charidis The esti-
plasma. It is now recognized that this material, the structurenated corresponding coupling parameter, which is the ratio
of which can actually be seen by laser scattering, may conef the Coulomb electrostatic interaction energy to the dust
tribute not only to the plasma physics, but also could be @ahermal energy i$'~150. Such d" value is high enough to
valuable tool for studying physical processes in condensedxpect the ordered structure formation as the dust system
matter, such as melting, annealing, and lattice defects. appears to be essentially strongly coupled in this case.
Most of the experiments on dust ordering were carried out The conditions and procedure of the experiment described
in a plasma of radio-frequendyf) gas discharggl—4]. The differ essentially from that of the discharge experiments giv-
formation of macroscopic ordered structures was found alsang hope to enrich our knowledge of the dust structuring
in the standing strata of a direct current glow dischdfle  processes. In particular, one of the attractive features of the
Under conditions of discharge experiments dust grains adghermal dusty plasma is the relative simplicity of the uniform
quire negative charge because the flux of electrons to aconditions. It is an obvious advantage as compared to the
uncharged particle surface is high relative to that of ions. rf-discharge situation where the plasma crystal forms near
Shown recently was the formation of dust ordered structhe bottom electrode at the boundary of the cathode sheath,
tures in thermal dusty plasma under atmospheric pressumhich is a strongly nonuniform and anisotropic region. This
and temperatures of 1700—2200[K]. The thermal plasma circumstance means that the theoretical interpretation of the
was weakly ionized with electrons, ions, and gas all havingstructure obtained can turn out to be easier in the case of the
the same temperature. When dust particles are introducdtiermal dusty plasma than in the case of the discharge one.
into thermal plasma they become charged by collecting elecAnother advantage is the developed diagnostic base support-
trons and ions, as they do in discharges, but also by emittingng the experiment.
electrons. The latter process can lead to a positive electric The main idea of this paper is to study the dynamics of
charge, unlike the negative charges in low-pressure dischargee ensemble of interacting dust grains, in particular, to in-
experiments. The experimental facility incorporated thevestigate the formation of the liquidlike structure observed in
plasma device and the diagnostic instrumentation for detetthe experiment. The correct numerical simulation requires
mination of plasma and gas parametése[6] for more  verification of the dusty plasma parameters that are not mea-
details about experimental setup and procedurbe dusty sured directly, in particular, the dust thermal energy, friction
plasma device produces the laminar spray of thermal dustgoefficient of dust grains, and characteristic time of dust
plasma under atmospheric pressure. It was possible to makdarging. The values of the dust thermal energy and friction
a number of measurements of dusty plasma parameters sucbefficient are obtained by means of photon correlation spec-
as the electrom, and ionn; number densities, plasma tem- troscopy(Sec. ). The characteristic dust charging time is
peratureTy, and the diametea and number densitpy of ~ estimated by showing it to be small compared with the simu-
particles. The time-of-flight laser system was employed tdation time step(Sec. Il)).
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The solution of the problem has also required some spe- Burner Beam Stop
cific approach. The point is that in our case the particle sys- I laser
tem may not achieve the stationary state. The pair correlation
function of the dust structure was measured at a height of
approximately 35 mm over the burner surface. Taking into
account the spray velocityabout 5 m/sthe estimate for the
dusty plasma flight time igz=~7 ms. Therefore it is not
obvious that the equilibrium pair correlation function can |
describe the dust structure observed in the experiment. The
time evolution of the pair correlation function needs to be
investigated. In order to do it the dynamics of the 2D system
of interacting dust grains has been simulated by means of
usual molecular dynamiogviD) method. However, the pair FIG. 1. Schematic representation of photon correlation system
correlation function was calculated from the positions of thetsed in experimen(top view).
grains at the moment taken without any time averaging.

The simulation procedure is described in Sec. IV. The 9@ (7)=1+p exp— 2k’Dy7), 3
pair correlation function obtained in the simulation is com- @ ) ) o
pared with the experimental one. The absence of high-orde¥hereg'~’(7) is the normalized AF, anBy is the diffusion

peaks of the experimental pair correlation function and theoefficient of dust particles. The coherence facforis
broadening of its first peak are discussed. smaller than 1 at finite apertures and reflects the degree of

spatial coherence of the detected light.

When mean particle motion is significads in our ex-
periment where the particles are moving in a laminar spray
In recent years, the problem of the dynamic properties obf thermal plasmgatwo additional requirements arise. It is
dust particles in plasmas has received detailed attention. ldesirable to make the Doppler term due to the flow velocity
low temperature weak-ionized plasma the dust grain has af the particles as unimportant as possible. This is done by
large surface area and effectively exchanges its kinetic eradjusting the scattering plane perpendicular to the flow ve-

ergy with neutral atoms or molecules. Thus it is usually asdocity [13]. Also, the analysis of two characteristic timeg

sumed that dust particles can be characterized by a neutr@iffusion time and 7, (transit time through laser bears

gas temperature and exhibit Brownian motion. However, reneeded 14]:

cent investigations of the strongly coupled dusty plasma

show that this assumption requires special verification. It was ;o 1 (4)

shown that at some conditions the temperature that charac- 47 2k%Dy’

terizes random motion of dust grains can greatly exceed the

neutral gas temperatuf@—10]. The processes leading to the b

observed high particle temperatures are not known. So it is u=y

not obvious what the temperature characterizing the kinetic

energy of dust particles is under our conditions. whereb is the characteristic length of scattering volume, and
To resolve this problem and to study the dynamics ofu is the flow velocity. In conditions where the particle mean

CeG0, particles in a laminar spray of thermal plasma the pho-motion dominates £,> r,) the AF of scattered light inten-

ton correlation spectroscopCS9 method was used. The sity will provide information on flow velocity. Ifry< 7, the

basic idea of this technique is a measurement of characteriparticles may be assumed to possess no mean velocity and

tic fluctuation time through temporal correlation of the de-Eq. (3) is valid. As a general rule E43) may be used under

tected scattered light signal. The temporal autocorrelatiomonditions wherg14]

function (AF) G@(k, 7) is studied:

Aperture filter

Collecting lens
Interference filter

Pinhole

Digital Correlator P M T

“Malvern”

Il. DUST THERMAL ENERGY

: ®

Td< 0257'u . (6)
G@(k,7)=(1(k,0)1(k,7)), (N . : .

A schematic representation of the photon correlation sys-
wherel is the intensity of the scattered light,is the time, tem used in our experiment is shown in Fig. 1. The light
andk is the scattering wave vector the magnitude of which issource was the Ar laser and the wavelength used was

A=488 nm. Scattering light is collected at 90° from the in-
0 cident beam. Spatial filters were used to define the scattering
2/ (2) volume. A collecting lens of 200 mm focal length was used

to focus the image of the scattering volume on the surface of
wheren is the refractive index of the medium,is the wave- an EMI 9863KB/100 photomultiplier tube operating in the
length of the incident light, and is the scattering angle. single-photon-counting mode. The counting pulses were pro-

If (a) the scattering volume contains a large number ofcessed with the Malvern Digital Correlator connected with

particles so that this number does not fluctuate greélly, the IBM PC/XT. TheMALVERN software controls the cor-
multiple scattering can be neglecte@) the particles are relator and extracts data from the measured AF.
small and/or spherical, and possess no mean motion(ddnd  We have obtained the autocorrelation functions of scatter-
their dynamics is governed by the diffusion equation, we canng light intensity for CeQ particles in an air flow at room
rewrite Eq.(1) in the following form[11,12: temperaturgwithout flame and for a laminar spray of ther-

k_477n )
| |—Tsm
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Dy 107 (cm? s value of the diffusion coefficient is close to the Brownian
particle diffusion coefficient, calculated for the kinetikg
>a) region. It should be noted that the size of dust particles
used and plasma parameters obtained in the experiment de-
scribed in this section differ slightly from those of the ex-
periment on dust ordering. However, it seems that this does
E 5 not affect the validity of our main conclusions concerning
$ the dynamic properties of dust particles and they can be ap-
plied in our simulations. Thus we will assume that the tem-
perature characterizing the kinetic energy of dust particles in
21 our case is equal to the neutral gas temperature and use the
expression for the friction coefficient appropriate for the ki-
netic region.

0

1600 1800 2000 2200 lll. CHARGING OF DUST GRAINS

Te (K) For simplicity in our simulations we will proceed with the

FIG. 2. Temperature dependence of particle diffusion coefficien ssumptlc_)h that dust partlcle_s |mme(sed Ina pI_asma already
D4. Two curves are theoretical predictiofts Eq.(7); 2, Eq.(8)]. ave equilibrium charge. To justify this assumption we show
that the characteristic time of dust grain charging in our con-
mal plasma. Plasma temperature was varied from 1700 tgitions is much less than the simulation time step. In our
2200 K. We used the initial part of the AF curve to satisfy experiment the dust grain is char_g(_ed by collecting electrons
Eq. (6). It was found that the initial decay of the AF is well @nd ions from plasma and by emitting electrons due to ther-
represented by Eq3), so we used Eq(3) to obtain the mal emission from the hot dust surface. For the ion and

diffusion coefficient of dust particles from the AF. electron flows to the particle surface we can wt@esuming
We have obtainedy=1.3x10"7 cié/s for the Ce@  the Positive grain charge
particles in an air flow. We can determine particle diamater 2 2
using the standard equation |*—e T2 /8Tq " 2Qqe )
e e l
4 TMy aTy
_ Ty
li'=e——ni\/—exp — , (10
4 7Tmi aTg

whereT is the neutral gas temperature ane the viscosity

of the medium. For typical parameteig=295K andz  whereng;, andmg;, are the electrofion) density and mass,
=18.4x10 % Pas we founda=1.84um. This result is in  respectively. The electron flow from the particle surface can
good agreement with the result obtained by the light extinche given by[15]

tion techniqug 6].

The dependence @4 on plasma temperature is shown in _ ma?[ mTy\¥ [8Ty[  2Qqe?
Fig. 2. The plasma parameters werg=3.8xX10°-2.3 le =€ —- 21h?2 m 1+ aT
X1, n=3.2x10°-3x101° and n,=4.6x10°-3.3 .
% 10'° cm™3. It can be noted that the change in plasma pa- % W ~ 2Qqe (1)
rameters does not affect strongly the value of the diffusion ex Tq aTy )’

coefficient. To compare our experimental results with theory
two curves are also shown in Fig. 2. The first one is thewhereW, is the work function, and we assume that the par-
Dy(T,) obtained using Eq(7) that is valid in the hydrody- ticle surface temperature is equal to the gas temperature. Par-
namic limit when the mean free paxj, of the gas molecules ticle charging is then determined by the following differen-

is much less than the particle sizag(<a). The second tial equation:
curve Dy(T,) is valid in the opposite kinetic case\

s a)- dQse
>a): 5t =l +1 =17, (12
g
DdzﬁpaZ(zﬂ.M)l ; €S) One can see from Eq$9) and (10) that |;/|i-> m; /mg

>1, so that ion collection may be neglected. The steady state

whereP is the gas pressure ad is the mass of the gas charge is then determined by equating=1, , to give Qq
molecules. In our experiments,~0.8—1.1um, so that\q, = ~550, for the conditions obtained in the experiment
~a and it is not clear what the proper form of the diffusion (Ty=1700 K, a=0.8um, ne=7x10"cm™3, W,=2.1eV
coefficient is in the region intermediate between these tw¢6]). This charge is very close Q4~500 determined from
limits, hydrodynamic and kinetic. However, the secondthe charge balance.=n;+Qqgn,. Equation(12) can be
curve is more consistent with the experimental results. solved numerically and the characteristic time of charging

Thus, it was shown that in our experiment that particlecan be evaluated. This time turns out to be very small. For
motion is governed by the diffusion equation, and that theexample, under the same conditions we obtain that the time
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needed to acquire 90% of equilibrium charge is about TABLE I. Parameters used in numerical simulations corre-
10 1%s. The simulation time step is several orders greater sgponding to the conditions of the experiment.

our assumption is justified.

Ty=1700K P=1 Bar Q4=500
IV. NUMERICAL SIMULATIONS ne=7x10" cm n=4x10%cm=  ng=5x10"cm
=17 um d=11um a=0.8um
The numerical simulations have been carried out bym,=1.6x1012 g vy=9.6x10%s 1 =150
means of codeARAT [16] using the molecular dynamics =30 N =200 7s=0.3us

method in 2D geometry. It includes solution of the equation
of motion for each dust grain taking into account the inter-

action between dust grains, friction force, and random forcéted on distances less thdg=0.3. Actually it does not
arising from asymmetric molecular bombardmefthe  affect the ordering process because computer simulation

Brownian force: shows that after several first time steps there are no particles
- L . separated by distance less tHgn Thus the following inter-
dry N T dry | - action law was used in the simulation instead of a realistic
My —2 =2 P(0)=jr—r| 5—=7— Ma¥y —= + Far
dt 7 K Fe— dt one:
(13 .
~ d(ly) if L<lg
wheremy is the grain massy;, is the friction decrement, and O(L)= ®(L) <L (16)
Fgr is the random force providing the Brownian motion. o==
®(r) is taken in the following form: Parameters for the simulatigfisted in Table J are cho-
sen according to the conditions of the experiment in which
D(r)=dp(r)=—Qqe I$p (14) the existence of dust ordered structure was observed. In
D @ or

Table IN is the number of particles in the simulation angl

is the simulation time step. The dust mass Iigy

=(ml6)py @ with p4=6 g/cm® being the density of the
Qqe p( r) dust matter Ce® According to results of Sec. Il the tem-

where

(15 perature that characterizes dust grain kinetic energy was
taken to be equal to that of the gas and the expressionfor

Hered is the Debye length andy, is the Debye potential. It appropriate for the kinetic region was used:

should be noted that the system under consideration can be 2P  [2aM
studied with MD without friction and Brownian forcesee, Vi
for example[17]). However, theses forces represent a physi-

cal process and some resuli$] indicate that they may have One can compare the deceleration time, 10 us with

important effects on ordering structure formation. ) C -
The computation area is of square form with the Sidethat of the structure formatioty , which is tens of millisec-

length L,. In order to emulate an infinite system we useonds, to findt;v;>1. This means that the inertia is essen-

periodic boundary conditions, so that the basic simulationtially negligible in the regular motion of the grains caused by

area is surrounded by neighboring copies of itself, and eac teraction forces. Unfortunately it is impossible to exclude

particle in the basic computation area interacts not only wit © |nqrt|al tertm fr?”? Eq(lS)btlaechtﬁe tth.? san?uI?non (:f the
the particles in the basic area but also with the “mirror” rownian motion 1S 1mpossibie without it. The time step

particles. The emergence of the grains leaving the basic congould be less than d4 to simulate Brownian motion accu-

putation square on its opposite edge is also included. Suc{l.‘?tely;tin pgrt.iCU|ar’TS:toaoghjff w?rs] takenl V,E{ith %I'ShQOpoth
periodic boundary conditions give the possibility of avoiding Ime Steps being executed during the simuiation. This IS the
boundary effects and fix the mean dust density. InitiallyreasOn why the 2D approach was utilized with a relatively

charged dust grains are situated in random positions insi aI.I number of gralnstZOQ). A larger number yvould
the computation area after which the process of selffequire too much computing time. Nevertheless, this seems

organization starts. Such consideration corresponds to tHQ be enough to take into account that the medium with a

real process in experiment where initially neutral and disor-mOFJlerate value of’ was investigated where the correlation
adius does not exceed sevelral

dered dust grains come into the plasma region, acquire eleb . o
g P g d As can be seen from Table | the ion density is small

tric charge very quicklySec. Ill) and start interacting. . :
g ya % ) g r{:ompared with the electronic one. It should be noted that the

The 2D dust density is chosen for the mean intergrai L efiniti ¢ Debve | hin ol ith hal d
distancel to be equal to the distance calculated from experi-€ inition of Debye length in plasma with such a large dust

mental 3D dust densityy | = (47n4/3)~ 2. In this case one density is not clear. This problem requires special analysis,
can expect the simulation of the processes in 2D geometry tWh'Ch is beyond the Scope OT this Paper. In the quk pre-
be realistic. In practice one had to limit the real interaction,se_me(_Jld was calculated in a simple way JL_JSt neglecting ion
associated with the screened Coulomb poter(ti&) on too ~ Shielding: d=yTe/(4men,). The coupling parameters
small distances. It is clear that initial positions of somel-I'o Were calculated through the formulas

grains may be extremely close together with very high initial 0,262 2e2exp( — 1/d)

interaction force, which would demand too small a time step. r=—d D:Qd—_
In order to avoid this problem the interaction force was lim- ITq 1Ty

“3m, VT, (17

(18
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R(r)

R()

t =7 ms

FIG. 3. The time evolution of the correlation
function in the numerical simulation. The solid
curve corresponds to the simulation, the dashed
line to the correlation function obtained in the
experiment.

Simulation has shown that after some relaxation proceswas taken to be Ol1a smaller one would result in too large

the system approaches the final stationary stage correspongf a chance of calculation error. The grain distributions on
ing to the liquidlike state. This agrees with the values of thethe computation area obtained in the simulation are given in
coupling parameterE,I'; . Figure 3 presents the time evo- Fig. 4.

lution of the pair correlation functiolR(r) calculated from

One can see from Fig. 3 that, first of all, the particles at

the grains positions at the moment taken. The last picture ismall distances disappear with the area of zero correlation

Fig. 3 was obtained through time averagingRyf which is

function at smallr being formed. This process takes place

possible because on the final stage of the simulatior<¢40 very quickly because the electric repulsive force at small
<70 ms) the system approach to the equilibrium state andistance is very strong. Then the sharp nearest-neighbor peak
the pair correlation function does not evolve in time. In thedevelops {=5 ms). Further, this peak grows and simulta-
calculation of the pair correlation function the step alang neously the high-order peaks develop. The final correlation

t=7ms

t=40 ms

FIG. 4. Dust structures obtained in the nu-
merical simulation. The image on the left repre-
sents the formation stage corresponding to the
plasma flight time in the experiment; the image
on the right represents the final state of the dust
system under thermal equilibrium.
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function is characterized by many sharp oscillations. Thdocal inhomogeneity of the dust structure. It is clear that in
definition of the structure formation time remains to some the case when the dust density varies along the structure the
extent uncertain because it depends on the distance rangeak of the correlation function should be broadened because
where the evolution of the correlation function is of interest.of | variation in space. The mechanism of such inhomogene-
The bigger the distance the longer the time required for théty generation remains unclear now and requires special
correlation function to approach the final form at this dis-analysis that is beyond the scope of this paper. Anyway it is
tance. In practice one may take into account only the disebvious that inhomogeneity concerns are not related to the
tance range where the appreciable oscillations of the fingbrocess of structure ordering caused by electric intergrain
correlation function take place. In the case at hand one materaction.
take only the first three peaks, théncan be estimatetk

~35ms. Also, it is convenient to introduce the time of the

sharp nearest-neighbor peak emergdncé his is in fact the
time required for any type of short order to appear in th
system. One can estimate from the simulation that
~5 ms. This time can be also estimated analytically:

V. CONCLUSION

Thus the simulation results presented show that ordering
€of the dust structure manifested in the experiméntcan be
explained by the electric interaction of dust grains. It is
found that the structure obtained in the experiment is far
from equilibrium because the plasma flight time is less than
the time of structure formation. It conforms to the emergence
of the experimental correlation function characterized by a

which givest;~25 ms. The inaccuracy of this estimation is sha:tpt?am pea:g wn?hno h|gh-o_rder O?fhs' imulati
related to strong dependence of the interaction force on dis- € same ume the comparison of the simufation corre-

tance because of Debye screening. The initial ordering sta @tion funct.ion WiFh the experimental one indiqates some dis-
is related to the grains diverging on small distancel. crepancy, in particular, the peak of the experimental correla-

Substituting 0.7 instead ofl in Eq. (19) one would obtain :'r?n f'uncltu:'n IS extrltemehé ywde, Wh'ICh does tnoé agree W'lt?
t,=6ms, in good agreement with the simulation. kneos'mﬂ a.'g” trresclt’ rsea”Th'.” gigirzrgzggnns_no. el.l‘(‘glust‘(‘)abeor
As was stated in the Introduction the flight time of dust wn fiquid structures. This p INg IS likely

grains in the experiment i =7 ms<t;. This means that the related o the structure inhomo_geneity, _the_ generation

pair correlation function measured in the experiment COWe_mecham;m of .Wh'Ch requires §peC|aI Investigation.

sponds to the forming structure. The flight time is large _The S|mulat|0.n. of 'the ordering process pre;ented has re-

enough for the short order to appear but it is not enough fogwred the specification qf some parameters involved. It is
shown through the experimental measurements of the diffu-

the correlation function to approach its final form with many sion coefficient that the thermal energy of dust grains is close
oscillations. Let us compare the simulation correlation func- gy 9

tion with the experimental on@-ig. 3). Two obvious specific to (tjhe gas te(rjnp_erar:ure and the fncgmn fodrc;e iCt'Eg on %Fa'.”s
features of the experimental correlation function can be see Sh etermllne' V'facti € exEresslon % tained in the |”netk|]c |m|t.
First, it has only one peak. It agrees with the simulationt. € ?nay&s 0 lﬂ c a;%l_ng S IOWS viz_ry small ¢ argm?
results, one can see that at tirre 7 ms the magnitude of Ime for experimental conditions. In practice one may con

high-order peaks is approximately two times less than orﬁider that grains acquire charge instantly once they enter the

final stage, while the main peak is already close to its final ame region.

form. Thus the absence of high-order peaks of the experi-

mental pair correlation function can be caused by the non-

stationary character of the structure concerned. We wish to thank Dr. A. A. Samarian and A. M. Lipaev
The second specific peculiarity of the experimental correfor their assistance in taking some of the measurements. We

lation function is that the peak is extremely wide. Its width isare grateful to Dr. John Luthe for useful corrections to the

almost five times larger than in the simulation. It should bemanuscript. This work was supported in part by the Russian

stressed that such a wide peak is generally unusual for liquifoundation for Basic Research Grant No. 95-02-06456 and

systems. The most plausible reason for this broadening is tHgy INTAS-RFBR Grant No. 95-1335.
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